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A B S T R A C T

Loan application assessments of small and medium-sized enterprises (SMEs) are difficult because of information
asymmetry. To mitigate the information asymmetry, this paper focuses on information found in legal judgments
involving the company and its principles and combines this information with financial and firm-specific in-
formation to help evaluate the credit risk of SMEs. We propose a framework to identify legal judgments that are
effective in predicting credit risk and extract relevant features that are contained within the effective legal
judgments. Empirical evaluation shows that features extracted from effective legal judgments significantly im-
prove the discrimination performance and granting performance of our model compared with the baseline
model, which uses financial and firm-specific features only.

1. Introduction

Small and medium-sized enterprises (SMEs) significantly contribute
to the economy by creating wealth and employment opportunities [16].
However, it is difficult for SMEs to get financial support from the credit
market for further development, such as for expanding production ca-
pacity [25]. The main reason for this difficulty is information asym-
metry between the SME and credit market, including an incomplete
system of financial system records, information opacity, and so on
[6,8]. Thus, the credit market prefers to lend money to large companies
for higher profits and security rather than to SMEs [19,28].

To address the problem of information asymmetry, many studies
have focused on non-financial information, such as the firm age,
management style, number of employees, and characteristics of the
board of directors, to evaluate credit risk [22,23]. Other studies have
focused on the productive efficiency [29], business plan [1], and fi-
nancial reports [34]. However, since SMEs lack mature management
[9] and an information disclosure mechanism [5], there are significant
challenges in obtaining non-financial information and verifying the
authenticity of the information.

In this study, we use published legal judgments (which are referred
to hereafter as judgments) involving the enterprise and/or its principles
as non-financial information and combine it with the company's fi-
nancial and firm-specific information (which are referred to hereafter as
basic information) to evaluate the credit risk of manufacturing SMEs.
Each judgment reflects a dispute between the enterprise and others that
arose in the process of business operation. As we know, the legal

sanction in a judgment has a more negative effect on SMEs than on
large companies. For example, if a court orders an SME to pay RMB
5,000,000 to another party, the payment may be a hardship that hurts
the operation of the SME, or even causes it to close down. However, the
same payment may be affordable for a large company. Additionally,
judgments include rich information that reflects the risk of default of
SMEs to some extent. Consider a case in which an enterprise as de-
fendant was sued for a private lending dispute; the case may reflect the
poor credit record of the enterprise because of a lack of willingness to
repay and/or an insufficient ability to repay. This information could be
useful in evaluating the enterprise's credit risk. Since the judgments are
openly available on the Internet, using judgments reduces information
collection costs for banks and guarantees the authenticity of the in-
formation. The challenges in using judgments are the difficulty in
identifying and selecting effective judgments, and the difficulty in ex-
tracting important features from the varying structures of the judgment
text, features that can improve the performance of the prediction
model.

Our study aims to address these challenges by using a framework
consisting of three stages. First, based on the legal lexicon and struc-
turing rules, we extract structured information such as the judgment
code, date of judgment, lawsuit status of the loan applicant, cause of
action, judgment result, and amount awarded. Then, based on tax-
onomy, we build a method to classify the judgments into four categories
based on the lawsuit status and judgment result, and identify the in-
fluence of each judgment category. Third, we use the chi-squared test
and logistic regression method to identify features with high predictive
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power that can be extracted from effective judgments. We add these
features to prediction model for predicting the loan default probability
of SMEs. The empirical evaluation shows that the discrimination per-
formance and granting performance of our model are significantly
improved by the addition of the judgment information.

This study makes several important contributions to research and
practice. To the best of our knowledge, it is the first study to identify the
utility of judgment text in predicting the credit risk of SMEs. We find
that not all judgments affect credit risk; the judgments with an effect
are the ones where the lawsuit status of the loan applicant and judg-
ment results are negative for an applicant (the negative lawsuit status
includes defendant, appellee, and so on; the negative judgment results
include paying money, freezing assets, and so on). We use text mining
techniques to extract features from the judgment text that can sig-
nificantly improve the discrimination performance of the prediction
model. We find that two variables—the number of judgments arising
from disputes about loan contracts, and the ratio of the award amount
to the yearly income of the company being greater than 12.15%—sig-
nificantly increase the prediction power of the model over that of the
benchmark. In addition, we test the granting performance of the models
and examine whether including judgments in evaluating loan applica-
tions can bring economic benefits to a bank due to a lower default rate.
These results demonstrate that the use of judgments is an effective and
low-cost approach for banks and other lending institutions to reduce the
losses caused by loan defaults.

The remainder of the paper is organized as follows. The relevant
literature is reviewed in the next section. In section 3, we present the
proposed framework for mining valuable information from judgments.
We describe the empirical evaluation and analysis in section 4. Finally,
we conclude this study by summarizing our contributions and dis-
cussing future research directions in section 5.

2. Literature review

Decisions on an SME's loan application by banks are generally based
on the creditworthiness [35]. Calabrese et al. [3] argued that if a bank
can better predict whether or not SMEs will default on their loans, it
would be more efficient for the credit system. Thus, accurate assess-
ment of credit risk plays a crucial role in solving the problem of loan
availability for SMEs. Credit risk evaluation has focused on two aspects:
determining the features impacting credit risk, and predicting the
possibility of default.

The features impacting credit risk can be classified into two types:
financial features and non-financial features. Since financial features
usually reflect the financial performance and repayment ability of an
SME [37], many researchers have focused on the role of financial fea-
tures in the credit risk evaluation of SMEs. Some financial ratios such as
the operating profit ratio, current ratio, and total assets turnover are
significant default predictors of SMEs [7]. Lin et al. [21] integrated the
categories of financial variables into bigger classes and classified the
numerical financial ratios into classes by coarse classification. They
found that the coding weights generally gave better results when they
added these processed classes into models. Gupta et al. [14] examined
the effectiveness of operating cash flow information in modelling the
credit risk and explaining the financial distress of UK SMEs.

Although financial ratios provide a meaningful and unbiased
quantitative representation of the performance of SMEs, the previous
research has highlighted the informational opacity of SMEs as a major
problem. Many SMEs are not listed on financial markets, and their fi-
nancial statements may be incomplete or unaudited [23]. Thus, several
studies emphasized the significant role of non-financial information in
determining the credit risk of SMEs due to the limited scale and scope of
hard information [13]. Firm characteristics (size, age, geographical
location of the enterprise, etc.) are usually considered to be associated
with the bankruptcy risk of SMEs [38]. Psillaki et al. [29] found that
managerial inefficiency as non-financial factor is an important ex-ante

indicator of a firm's financial risk, and that firms with more efficiency,
more profit, and more liquid assets are less likely to fail. Moro et al.
[24] found that a trusting relationship, which can provide more soft
information to a loan manager, benefits both banks and SMEs. They
examined the value of the manager's trust and found that the higher
level of trust SMEs enjoyed from loan managers, the more credit those
SMEs received. In addition, distribution and customer networks, supply
chain information, the owners' CVs, and eventual awards received by
the company are receiving increasing attention as non-financial in-
formation [1,33,39].

With the development of text mining technology, many studies
began focusing on extracting non-financial information from text as a
predictor (or predictors) to evaluate credit risk. Depending on the
management quality and market position extracted from credit files,
Grunert et al. [12] explored the role of non-financial factors in internal
credit rating. They found that the combined use of financial and non-
financial factors leads to a more accurate prediction of future default
events than the single use of each of these factors. Sánchez et al. [30]
utilized non-financial information extracted from audit reports (such as
proportion of audited years, number of different auditors hired, average
length of auditors' contracts, number of critical qualified audit reports,
etc.) to forecast the financial distress of SMEs. The results indicated that
the audit of distressed SMEs has several distinctive features: higher
audit rotation, more qualified reports, and non-compliance with dead-
lines to approve and file the annual financial statements. Tsai et al. [34]
applied sentiment analysis to study relations between soft information
in financial reports and financial risk. They demonstrated the im-
portance of financial sentiment words extracted from financial reports
in credit risk prediction. However, many of the types of non-financial
information mentioned above are difficult to reliably collect for SMEs.
Therefore, these approaches are difficult to use in practice.

Our study strives to fill this gap by focusing on judgments published
as text by courts to improve the prediction accuracy of the credit risk of
SMEs. Judgments can be easily collected since in most countries they
are public and available on the Internet. In China, they can be found at
China Judgments Online, a website created by the Supreme People's
Court of the People's Republic of China. This public nature guarantees
the availability and the reliability of the data source. In addition, legal
events, which can be tracked by judgments, can impact the daily op-
eration of SMEs and significantly impact their credit risk.

The development of a prediction model to accurately estimate the
probability of default has been a major stream of research. Researchers
have used data-driven statistical approaches and artificial intelligence
to develop prediction models. Statistical approaches are based on linear
discriminant analysis [4] and logistic regression [11]. However, these
approaches require various assumptions to be validated. The methods
based on artificial intelligence, such as neural networks [2,15], support
vector machines [18], and decision trees [26,31], usually outperform
statistical models. However, a single-classifier model may not contain
enough knowledge for enterprise credit evaluation [32]. To overcome
this disadvantage, ensemble models have been widely applied in credit
risk evaluation [27,39].

3. Proposed framework

We propose a framework to extract valuable information from
judgments and use this information to evaluate the credit risk of SMEs.
The framework is illustrated in Fig. 1. To mine information from
judgments, we use text mining methods that convert judgment docu-
ments into structured information. To identify which judgments are
effective in predicting credit risk, we consider two aspects: time and
judgment category. Regarding time, we analyze the time span between
the date of the judgment and the date of the loan application, to decide
on the best observation period. Regarding category, we categorize the
judgments based on the lawsuit status of the loan applicant and the
results of the judgment and identify the categories of judgment that are
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relevant for evaluating credit risk. Finally, using a chi-squared test, we
extract non-financial features from effective judgments and examine
their effect on the prediction model. The steps of the framework are
discussed below.

3.1. Extracting structured information from judgments

In judgment documents, the structure of the paragraphs is generally
fixed, and professional terms are frequently used. To analyze text in a
judgment document, we use the legal lexicon along with regular ex-
pressions. We develop several extraction rules that use trigger words
and the structure of paragraphs to extract structured information.
Appendix A shows an example judgment document to illustrate the
extraction process.

3.1.1. Judgment code
The judgment code is a unique identifier of a judgment; its role is to

help people find the final judgment of a trial. When either party is
dissatisfied with the results of a judgment, the party has the right to
appeal. Thus, a trial usually has more than one judgment. Since the
judgment code of a previous judgment would be written in the current
judgment, we use the judgment code to link all judgments in a trial and
to find the final judgment. We extract the code using the special
structure of the code and its position in the text.

3.1.2. Date of judgment
The effect of a judgment on predicting the credit risk of SMEs is

influenced by the length of the period between the date of the judgment
and the date of the loan application. If the period is too long, the
judgment may not have much effect on loan default. To select the best
observation period, in which the judgments are effective in predicting
credit risk, we explore the relationship between the date of judgment
(and how much time passes before the loan application) and the com-
pany's risk of default. We extract the date of judgment using its position
in the document and its unique format.

3.1.3. Lawsuit status
Lawsuit status indicates whether the loan applicant was tried in a

court as a defendant or brought a legal case against someone else. In
most cases, the judgment has a less negative effect on the loan applicant
if the applicant was a plaintiff rather than a defendant. Therefore, we
consider that status should affect the ability of a judgment to impact
credit risk. We extract status information based on trigger words and
the structure of the paragraph, and divide the lawsuit status of loan
applicants into two groups: negative (i.e., trigger words of defendant,
appellee, respondent, person subjected to enforcement, party against whom
execution is filed) and non-negative (the other trigger words).

3.1.4. Cause of action
The cause of action is the brief summary of the nature and the

process of a case. In this paper, we use a special dispute type as a
keyword to represent the cause of action. Some disputes are closely
related to default probability, such as private lending disputes and
operational disputes. Thus, we explore these disputes that have a strong
correlation with the loan default probability. We designed a dictionary
based on more than four hundred types of disputes in the law. Based on
the dictionary, we extracted the specific dispute type from text using a
pattern-based approach and matching phrases.

3.1.5. Judgment result
The judgment result has several parts; we focus on only the parts in

which the loan applicant is involved. Since a negative judgment result
requires the applicant to pay the award amount and cost, the judgment
result affects the applicant and their credit risk. From the result part of
the judgment, we extract relevant keywords. For example, “payment”
means the applicant should pay money to others and “receiving money”
means the applicant should receive money from others. As with lawsuit
status, we categorize the results into two types, negative (i.e., payment,
joint and several liability, freeze assets, detain assets, sell asset by auction,
seal up goods, seal up assets, paying the price of goods, returning goods) and
non-negative, based on whether the result of the judgment is adverse to
the applicant.

3.1.6. Amount
The amount specified in the judgment is the total money that an

applicant should receive or pay in a judgment. If an SME is disciplined
by the court and ordered to pay a large amount, it may cause financial
distress to the company or may affect day-to-day production and op-
eration. Therefore, we explore the relationship between the amount and
the company's probability of default. Due to various writing styles, we
use trigger words along with regular expressions to extract the amount
from the judgment.

3.2. Selecting an observation period

The effect of a judgment on credit risk will decrease over time. So,
we select an observation period that is relevant to credit risk and obtain
information on all judgments in that period. To select the observation
period, we first calculate the number of days between the date of
judgment and the date of the loan application. Based on the distribution
of these values, we find the longest time between a judgment and a loan
application (6 years in our case). We define six binary variables, de-
noting whether an applicant has judgments within 1 to 6 years.

For example, if an SME has two or more judgments in 1 year, and
the difference between each judgment date and the date of the loan
application is within 4 years, the values of the last three variables
(having judgment within 4 years, having judgment within 5 years, and
having judgment within 6 years) are set to one, and the values of the
others are set to zero. We select an observation period for judgments by
looking at the relationship between these variables and loan default.

Fig. 1. Framework for incorporating judgment information into credit risk evaluation of SMEs.
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3.3. Categorizing judgments

Since lawsuit status and the results of a judgment have different
effects on credit risk, we categorize judgment documents based on both
factors. The lawsuit status and results of a judgment are divided into
two groups, namely non-negative and negative. Based on this division,
the selected judgments are divided into four categories (C1–C4). The
criteria of categorization are shown in Table 1.

3.4. Extracting relevant features

3.4.1. Constructing the feature matrix
Before constructing the feature matrix, we represent effective

judgments as vector ji,

= … = …j d d d amount m( , , , , ), 1, 2, ,11i i i im i1 2 (1)

where i is the index of the judgment, m is the index of words re-
presenting the cause of action, and amount is the judgment amount. The
variable d is a zero-one variable representing whether the term appears
or not. If the term appears in the judgment, the value of d is one;
otherwise it is zero.

Many enterprises may have more than one judgment. In this case,
the judgments of an SME are represented by vector ep:

=e jp t (2)

where p is the index of the enterprise, and jt is the judgments belonging
to enterprise p.

The amount of each judgment and their accumulated amount may
cause the company to default. Various enterprises may have different
tolerances for judgment amount. Considering the relationship between
judgment amounts and enterprises' yearly income, we construct a fea-
ture, ADYI (judgment amount divided by yearly income), by dividing
the value of the judgment amount of vector ep by the enterprise's yearly
income. If judgments are published in different years, the enterprise's
yearly income equals the average of the yearly incomes of the years in
which the judgments were published. In practice, banks are also in-
terested in knowing the critical value of ADYI, beyond which the SMEs
are more likely to default. To further study the relationship between
ADYI and default risk, we discretize ADYI into two intervals and find
the critical value by the chi-squared method.

3.4.2. Feature selection
The chi-squared test is a popular feature selection method that can

remove irrelevant and redundant attributes to improve the accuracy of
a prediction model [17]. In our study, we chose the chi-squared test to
measure the correlation between features and loan default probability,
and to select features that could improve the performance of the pre-
diction model. Higher values of chi-squared represent a greater corre-
lation. Other feature selection methods could also be used for this
purpose. The Correlation-based Feature Selection (CFS) method was
used in our experiment, and the results (see Appendix B) are consistent
with those of the chi-squared method. Chi-squared can be computed as
follows:

=t C N E E( , ) ( )
t C

t C t C
t C

2

{0,1} {0,1}

, ,
2

,
(3)

where N is the observed frequency and E is the expected frequency for
each state of feature t and class C [36].

3.5. Predictive performance

From the model perspective, we demonstrate that judgment in-
formation can improve the prediction ability of the loan default pre-
diction model by comparing the discrimination performance of the
models. From the application perspective, we discuss the economic
effect of using the judgment information by comparing the granting
performance of models with and without judgment information.

3.5.1. Discrimination performance
Discrimination performance refers to the ability to distinguish bad

loans from good loans. To measure the discrimination performance of
the prediction model, we chose two standard measures: the area under
the receiver operating characteristic curve (AUC) and the Kolmogorov-
Smirnov statistic (KS). The AUC of a classifier is equivalent to the
probability that the classifier will rank a randomly chosen positive case
higher than a randomly chosen negative case [10]. The KS is the
maximum difference between the cumulative score distributions of
positive and negative cases, and measures the accuracy relative to a
single reference point [20]. The higher the AUC and KS values, the
greater the discrimination performance of a model.

To estimate the discrimination performance (in terms of AUC and
KS) of each prediction model, we performed ten independent ten-fold
cross validations, resulting in 100 values of performance estimates.
Further, we used full pairwise comparisons to prove that adding fea-
tures extracted from judgments into models significantly improved the
discrimination performance over the baseline model with basic fea-
tures.

3.5.2. Granting performance
The granting performance refers to the number of defaults under

different granting ratios. We first estimated the default probability of
each loan application in our sample by using the prediction model
through a ten-fold cross validation and thus ranked them. We selected
different cut-off values of the percentage of applications approved in
our dataset based on the ranked list and calculated the number of de-
faults (i.e., the granting performance). For example, assume that the
bank decides to lend money to the top 50% of the loan applicants in our
sample. The number of actual defaults of these selected loans is the
granting performance of the model with judgment information, with a
50% cut-off value.

4. Empirical evaluation

4.1. Data

We evaluated the proposed framework on a dataset collected from a
commercial bank in the Anhui province of China, and from the websites
“China Judgments Online” and “www.qcc.com.” To obtain the entire
loan profile, we collected the credit loan records and financial data of
SMEs that applied for a 12-month loan between 2015 and 2017 (ending
between 2016 and 2018). We calculated ten financial features (see
Table 2, No. 1 to No. 10) from one year of financial data before the loan
application date. As discussed earlier, the financial systems of SMEs are
not perfect, so the likelihood of missing data is quite high. We removed
the enterprises whose values for all financial factors were null. As a
result, the dataset contained 1091 loan observations in the manu-
facturing sector. To deal with missing values, we used the k-nearest-
neighbors algorithm (KNN) to find the k nearest neighbors and filled in
the missing values using the neighbors' mean value. The website
www.qcc.com is an institution for enterprise credit inquiry. We crawled
it for firm-specific information and selected six non-financial features.
The statistics of non-financial features are shown in Table 2 (No. 11 to

Table 1
The criteria of judgment categorization.

Lawsuit status Judgment result

Negative Non-negative

Negative C4 C2
Non-negative C3 C1
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No. 16).
The China Judgments Online website was used to collect judgments

for the 1091 enterprises in our sample. As of January 2019, this website
had more than 62.17 million judgments from all of China and had
212.84 million visits. For the 1091 enterprises, we crawled 1920
judgments from the website for the period 2010 to 2017. Forty-four
percent of the enterprises in the dataset had at least one judgment. We
evaluated these judgments using the proposed framework.

The dependent variable is a binary variable whose value is one if the
SME defaulted, and zero if the SME did not default. Following the rules
adopted by the bank, we defined a default event as occurring when the
payment of a loan is more than 90 days late. There were 1011 non-
default loan observations and 80 default loan observations in our
sample (7.33% default rate). To analyze the effect of imbalanced data,
we used the Synthetic Minority Over-sampling Technique (SMOTE) to
examine whether over-sampling will improve model performance. The
results are provided in Appendix C.

4.2. Selection of observation period

To select the best observation period before extracting the judgment
information, we tested the correlation between the observation period
and loan default using the chi-squared method. We then used the lo-
gistic regression method to examine the predictive power of each ob-
servation period.

Table 3 shows the number of judgments in different periods and the
results of the chi-squared test. The variable named “Having judgment
within 2 years” has the largest chi-squared value. This result indicates
that Having judgment within 2 years has the highest degree of correlation
with defaulting on a loan. In addition, the discriminant of the ob-
servation period “Having judgment within 1 year” is the lowest. There
may be two reasons: first, the effect of a judgment takes some time to
appear; second, the number of judgments within 1 year in our dataset is
small, which might have influenced the results of the chi-squared test.
The results for the other four observation periods show a downward
trend. This demonstrates that the effect of judgments on credit risk
evaluation gradually diminishes over time.

We then used logistic regression for prediction and created six
prediction models (H1 to H6) that add each of the above variables to
the basic features of the model. Table 4 shows the AUC and KS values of
models H1 to H6. The values of AUC and KS of model H2 are the lar-
gest, which implies that that variable (Having judgment within 2 years)
has the strongest predictive power. In addition, only the coefficient for
the variable Having judgment within 2 years is significant in the results of
the prediction models. Thus, we selected two years before the loan
application date as the best observation period.

4.3. Examination of judgment category

We divided the judgments in the selected observation period into
four categories based on the lawsuit status and the results of the
judgment (details about how we categorized are in section 3.3). Table 5
shows the number of judgments in each category, the number of SMEs,
and the probability of default. The default probability of SMEs that have
judgments in category C4 is the highest, and is almost twice that of the
sample average. This indicates that judgments categorized as C4 may
have a higher effect on credit risk.

We tested two aspects of each category: whether an enterprise has
judgment(s) in a category (CW1, CW2, CW3, CW4) and the number of
judgments in each category that an enterprise has (CN1, CN2, CN3,
CN4). We used three classification methods (logistic regression (LR),
random forest (RF), and eXtreme Gradient Boosting (XGB)) to develop
the prediction model of the loan default risk.

Table 6 shows the AUCs and KSs of the prediction models of the
three classification methods (LR, RF, and XGB) using different feature
sets (basic features, CW1, CW2, CW3, CW4, and their combinations).
For example, the combination variable “CW1234” denotes that an ap-
plicant has at least one judgment in each of the categories C1, C2, C3,
and C4. Only the feature set “B + CW4” shows significant improvement
in the discrimination performance of the models using the three
methods. Thus, the variable CW4 is the best predictor. Therefore, we
can conclude the following: first, only some judgments influence credit
risk evaluation; and second, adding judgments whose result and ap-
plicant status are negative into the model improves the discrimination
performance.

To ensure robustness, we tested the effect of judgments on credit
risk evaluation using continuous variables also. Table 7 shows the
discrimination performance of prediction models of the three classifi-
cation methods using feature sets (basic features, CN1, CN2, CN3, CN4,
and their combinations). These variables denote the number of judg-
ments an applicant has in different categories. As with the results
shown in Table 6, the feature set “B + CN4” shows significant im-
provement in the discrimination performance of models using the LR
and XGB methods. Thus, the feature set “B + CN4” is superior to the
other feature sets. This conclusion is consistent with that from Table 6.

In summary, these results demonstrate that judgments in category
C4 affect the credit risk evaluation of SMEs. Based on this, in our
follow-up study, we only retained the judgments with a negative result
and negative applicant status.

Table 2
Statistics of basic features.

No. Feature Summary statistics

Min. Mean Max. S.D.

1 Current ratio (%) 0 100.460 416.590 0.538
2 Debt asset ratio (%) 0 59.300 91.930 0.175
3 Quick ratio (%) 0.080 74.549 160.645 0.231
4 Receivables turnover ratio

(years)
0 3.272 10.277 1.974

5 Inventory turnover ratio
(years)

0 3.561 9.510 2.103

6 Total assets turnover (years) 0 0.792 4.318 0.809
7 Operating profit ratio (%) −36.209 −5.586 27.113 0.082
8 Rate of return on common

stockholders' equity (%)
−15.873 −1.289 17.288 0.040

9 Return on total assets ratio (%) −15.294 −0.437 14.383 0.042
10 Missing ratio (%)⁎ 0 31.450 90.000 0.259
11 Age (years) 1 9.264 37 4.641
12 Registered capital (ten

thousand RMB)
3 2266 55,880 4386.557

13 The number of insured 1 30.01 768 44.701
14 The number of patents 0 9.652 237 20.605
15 City 1 8.037 16 4.623
16 The number of shareholders 1 2.467 46 2.464

⁎ Missing ratio denotes a ratio calculated using the number of missing values
in No. 1 to No. 9, divided by 9; S.D. refers to standard deviation; The number of
insured refers to the number of employees who got insurance from their em-
ployer; there are 16 cities in the Anhui province of China, and the value of City
is 1 to 16 according to the GDP rank of those cities in 2015.

Table 3
Results of chi-squared test for six observation periods.

Observation period Number of judgments Chi-value p-value

Having judgment within 1 year 887 0.000 0.998
Having judgment within 2 years 1558 0.971 0.325
Having judgment within 3 years 1848 0.196 0.658
Having judgment within 4 years 1898 0.115 0.734
Having judgment within 5 years 1913 0.104 0.747
Having judgment within 6 years 1920 0.093 0.761

Note: Please note that having a judgment within N year(s) includes judgments
in all years less than N. For example, the variable Having judgment within 4 years
will include judgments in years 1, 2, 3, and 4.
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4.4. Examination of relevant features extracted from legal judgments

To evaluate whether other features of a judgment have prediction
power, we examined all 1091 loan applications, integrating their basic
features with the features extracted from judgments in category C4. If
an applicant didn't have any judgments in category C4, the applicant
was treated as having no judgment (the judgment feature extracted was
set to zero). The features extracted from judgments are amount (the sum
of the amounts of each judgment an SME has had to pay within two
years), ADYI (which denotes dividing the amount by the enterprise's
yearly income, as discussed in section 3.4.1), and the disputes sum-
marized from the cause of action. We measured the relationship be-
tween these features and loan default by the chi-squared method. In
addition, for a better explanation, we chose the logistic regression
method to estimate the effect of these features on the applicant's
probability of default.

Table 8 shows the results of the chi-squared tests with eleven dis-
putes. The values of Dispute about loan contracts (D_LC), Dispute about
production and business operation (D_PBO), and Dispute about business
contracts (D_BC) are the top three features, and the D_LC has the largest
impact. These results imply that D_LC, D_PBO, and D_BC have a strong
correlation with loan default, with the variable D_LC being the strongest
one.

To further estimate the effect of these three variables on the ap-
plicant's probability of default, we added them into the prediction
models. The AUCs and KSs are shown in Table 9. Model D1 with
variable Dispute about loan contracts (D_LC) has the highest value of AUC
and KS and is significantly (p < .01) better than others. Thus, the
variable D_LC is a stronger predictor to evaluate the credit risk of SMEs
than the other two variables (D_PBO, D_BC).

The amount of a judgment is a punishment to an SME, and it may
impact the day-to-day operation and production of the SME. Therefore,
we considered the amount as significant information to explore. We
first added two continuous variables—amount and ADYI—into the
prediction models, but they were not significant. We then used the chi-
squared method to find the best critical value, which divided the ADYI
into two intervals. When ADYI was beyond the critical value, the SMEs
were more likely to default. Fig. 2 shows the value of chi-squared for
different critical values of ADYI; the best critical value of ADYI is
12.15%, whose chi-squared value is 26.882 (p < .000). The result
indicates that when ADYI is greater than 12.15%, the effect on default
probability is highest. Therefore, we created a feature called “ADYI >
12.15%” and added it into the prediction model. The results are shown
in Table 10 and indicate that the feature ADYI > 12.15% is a stronger
predictor than are the other two continuous variables.

Based on the above analysis, we can conclude that the dispute about
loan contracts (D_LC) and having an ADYI value greater than 12.15%
(ADYI > 12.15%) are the predictors that can most improve the per-
formance of our prediction model. We added the two predictors into the
prediction model and the values of AUC and KS are 0.737
(0.709–0.751) and 0.504 (0.473–0.535), respectively. Based on the
baseline model, which uses only basic features, the values of AUC and
KS are 0.703 and 0.458, respectively. Thus, the results illustrate the
usefulness of judgments as non-financial information in loan default
prediction.

4.5. The economic benefit of the proposed prediction model

To evaluate the economic benefit of the proposed model, we ana-
lyzed the effect of judgment information from an economic perspective.
We used the estimated loan performance specifically known as granting
performance to demonstrate the value added by using our model with
judgment information. The granting performance represents the
amount lost by a bank due to default on loans made to the borrowers.
To compare the granting performance of the two prediction models (the
model with judgment information and the baseline model), we simu-
lated real credit scenarios and selected different cut-off values of per-
centage of loan applications approved. The results are shown in Fig. 3.

Table 4
Discrimination performance of prediction models for six observation periods.

Model Observation period AUC KS

H1 Having judgment within 1 year 0.702 (0.681–0.723) 0.455 (0.424–0.486)
H2 Having judgment within 2 years 0.709 (0.689–0.730) 0.461 (0.431–0.492)
H3 Having judgment within 3 years 0.707 (0.686–0.727) 0.459 (0.429–0.489)
H4 Having judgment within 4 years 0.706 (0.686–0.727) 0.458 (0.428–0.489)
H5 Having judgment within 5 years 0.706 (0.686–0.727) 0.459 (0.428–0.489)
H6 Having judgment within 6 years 0.706 (0.686–0.727) 0.459 (0.428–0.489)

Notes: 95% confidence interval in the parentheses. The highest values of AUC and KS are in bold.

Table 5
Statistics of the four judgment categories.

Judgment category C1 C2 C3 C4

Number of judgments 905 412 32 209
Number of SMEs 300 239 28 125
Default probability of SMEs 5.33% 9.62% 3.57% 14.4%

Table 6
Discrimination performance of models with features CW1 to CW4 and their combinations.

Feature set LR RF XGB

AUC KS AUC KS AUC KS

B 0.703(0.682–0.724) 0.458(0.427–0.489) 0.701(0.683–0.719) 0.402(0.367–0.437) 0.700(0.680–0.720) 0.449(0.420–0.478)
B + CW1 0.700(0.680–0.719) 0.445(0.415–0.474) 0.698(0.680–0.716) 0.396(0.361–0.432) 0.698(0.679–0.717) 0.444(0.417–0.470)
B + CW2 0.708(0.688–0.728) 0.463(0.433–0.493) 0.702(0.684–0.720) 0.403(0.367–0.439) 0.703(0.683–0.723) 0.453(0.424–0.483)
B + CW3 0.703(0.682–0.724) 0.459(0.428–0.490) 0.695(0.678–0.713) 0.391(0.357–0.425) 0.701(0.680–0.721) 0.451(0.422–0.480)
B + CW4 0.719(0.699–0.738) 0.476(0.446–0.506) 0.716(0.698–0.734) 0.432(0.395–0.468) 0.718(0.698–0.737) 0.475(0.445–0.504)
B + CW12 0.702(0.681–0.723) 0.458(0.427–0.488) 0.706(0.689–0.723) 0.412(0.378–0.446) 0.698(0.678–0.718) 0.446(0.417–0.475)
B + CW123 0.702(0.681–0.723) 0.457(0.427–0.488) 0.708(0.691–0.725) 0.416(0.382–0.450) 0.698(0.678–0.718) 0.446(0.417–0.475)
B + CW1234 0.709(0.688–0.729) 0.461(0.430–0.491) 0.701(0.683–0.719) 0.402(0.366–0.438) 0.704(0.684–0.725) 0.450(0.421–0.480)

Notes: “B” refers to the basic features; based on paired t-tests, values of AUC and KS that are significantly improved over the basic features only are represented in
bold (p-value< .05); 95% confidence interval in the parentheses.
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As the figure shows, the performance of the proposed model is better for
all percentages of loans approved (30% to 100%). Less than 30% ap-
proval was not considered feasible by the bank. Thus, when loan de-
cisions are made using the proposed model with judgment information,
the granting performance is superior compared to when the loan

decisions are made using the baseline model. From an economic per-
spective, using the model with judgment information can help banks
reduce financial losses due to loan defaults.

We use the following example to demonstrate the value added by
using our model. Let us assume that a bank decides to lend money to
50% of the loan applicants (546 SMEs) in our sample. Since the exact
loan amount requested by each applicant is not available (due to
privacy reasons), we estimate the total granting (loan) amount by
multiplying the average granting (loan) amount (RMB 1,800,000; this
estimate was provided by the bank) by the total number of loans ap-
proved (546 SMEs), that is, RMB 982,800,000. If we select the 50% top-
ranked loan applications based on our model, the number of defaults is
expected to be 17. On the other hand, if we select the 50% top-ranked
loan applications based on the baseline model, the number of defaults is
expected to be 21. Thus, the use of our model improves the loan per-
formance by 19% (i.e., (21–17)/21) compared to use of the baseline
model. We assume that when a customer defaults on a loan, not all of
the loan amount is lost but on average 30% is lost (based on the busi-
ness experience of the bank we cooperate with). Considering this, the
savings experienced by the bank due to the reduced defaults is RMB
2,160,000.

Table 7
Discrimination performance of models with features CN1 to CN4 and their combinations.

Feature set LR RF XGB

AUC KS AUC KS AUC KS

B 0.703(0.682–0.724) 0.458(0.427–0.489) 0.701(0.683–0.719) 0.402(0.367–0.437) 0.700(0.680–0.720) 0.449(0.420–0.478)
B + CN1 0.696(0.677–0.715) 0.438(0.410–0.466) 0.699(0.683–0.716) 0.398(0.365–0.431) 0.695(0.677–0.714) 0.444(0.417–0.470)
B + CN2 0.710(0.690–0.730) 0.464(0.433–0.494) 0.704(0.686–0.721) 0.407(0.371–0.443) 0.704(0.684–0.724) 0.452(0.423–0.481)
B + CN3 0.703(0.682–0.724) 0.460(0.429–0.491) 0.704(0.686–0.722) 0.408(0.372–0.443) 0.701(0.681–0.722) 0.452(0.422–0.481)
B + CN4 0.723(0.702–0.743) 0.486(0.455–0.517) 0.709(0.691–0.726) 0.418(0.383–0.452) 0.722(0.702–0.742) 0.484(0.454–0.515)
B + CN12 0.701(0.680–0.722) 0.455(0.423–0.486) 0.698(0.679–0.716) 0.395(0.359–0.432) 0.696(0.676–0.716) 0.442(0.414–0.470)
B + CN123 0.701(0.680–0.722) 0.455(0.424–0.486) 0.695(0.677–0.713) 0.389(0.353–0.425) 0.697(0.677–0.716) 0.442(0.414–0.470)
B + CN1234 0.706(0.685–0.726) 0.463(0.431–0.494) 0.688(0.671–0.705) 0.376(0.343–0.409) 0.701(0.680–0.721) 0.451(0.421–0.481)

Notes: “B” refers to basic features; based on paired t-tests, values of AUC and KS that are significantly improved over the basic features only are represented in bold (p-
value< .05); 95% confidence interval in the parentheses.

Table 8
Results of chi-squared method for eleven types of disputes.

No. Variable Chi-value p-value

1 Dispute about loan contracts (D_LC) 17.031 0.000
2 Dispute about production and business operation

(D_PBO)
2.741 0.098

3 Dispute about business contracts (D_BC) 1.178 0.278
4 Dispute about creditor's rights (D_CR) 0.873 0.350
5 Dispute about labor (D_L) 0.127 0.722
6 Dispute about personality rights (D_PR) 0.042 0.837
7 Dispute about construction projects (D_CP) 0.000 1
8 Others 0.000 1
9 Dispute about guarantee (D_G) 0.000 1
10 Dispute about real right (D_RR) 0.000 1
11 Dispute about shareholders (D_S) 0.000 1

Note: “Others” refers to those disputes that are not written clearly in the
judgment. For example, the dispute is not mentioned in the body of a judgment.

Table 9
Discrimination performance of models with the top three dispute variables.

Model Feature set AUC KS

D1 B + D_LC 0.725(0.704–0.745) 0.488(0.455–0.521)
D2 B + D_PBO 0.703(0.683–0.724) 0.457(0.425–0.488)
D3 B + D_BC 0.703(0.683–0.724) 0.458(0.427–0.490)

Notes: “B” refers to basic features; 95% confidence interval in the parentheses.

Fig. 2. The value of chi-squared for different critical values of ADYI.

Table 10
Discrimination performance of models with features constructed by amount.

Model Feature set AUC KS

A1 B + Amount 0.705 (0.685–0.726) 0.461 (0.430–0.492)
A2 B + ADYI 0.707 (0.686–0.727) 0.460 (0.430–0.491)
A3 B + ADYI > 12.15% 0.734 (0.714–0.755) 0.497 (0.466–0.528)

Notes: “B” refers to financial features; 95% confidence interval in the par-
entheses. The highest values of AUC and KS are in bold.

Fig. 3. The granting performance of the two models.
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5. Conclusion and future directions

In this article, we study how legal judgments related to an enterprise
can be used to complement basic financial and other information in
evaluating the credit risk of SMEs. We propose a framework for mining
valuable information from judgments and incorporate this information
into our loan default prediction model to help with decision making.
Specifically, we examine the effect of four categories of judgments on
the default prediction. We extract relevant features from selected
judgments and demonstrate that these features can significantly im-
prove the performance of the prediction model.

Our results show that judgments that are less than two years old
from the date of the loan application influence predicting the credit risk
of SMEs when the judgment status and judgment results are negative
(category C4). Additionally, we find that legal judgments related to
loan contract disputes strongly correlate with loan default. Also, when
ADYI (representing the ratio of judgment amount to annual income of
an SME) is greater than 12.15%, the effect on default probability is
highest.

Our work contributes to both research and practice. From the re-
search perspective, first, we examine the role of legal judgment in-
formation in predicting the probability of the default of SMEs on credit
loans. Thus, we extend the literature by identifying a new type of non-
financial information (judgments) that can be used in prediction, and
examine which features extracted from judgments improve the perfor-
mance of the prediction model. This is significant because authentic
information on legal judgments is easily available in almost all coun-
tries. Second, the proposed framework can be used to analyze in-
formation contained in legal judgments in other financial-service sce-
narios, such as P2P lending. Third, the features identified in our

proposed framework also have implications. For example, the feature
“absolute value of judgment amount” was not significantly important;
however, when we constructed the feature ADYI, defined as “the ratio
of the judgment amount to the SME's yearly income,” and found the
best critical value, the ADYI feature became significantly important.
Thus, the conversion from absolute value to relative value may make
features more useful, as demonstrated by the empirical analysis.

From the practical perspective, judgments and our proposed method
can be used in real-world practice by banks and other lending institu-
tions. Exploiting the valuable information contained in judgments can
help them mitigate the problem of the information asymmetry of SMEs,
thus allowing them to make better decisions and reduce the financial
losses caused by default.

Like most research this work has some limitations that may be ad-
dressed in future research. First, in this work, we only used a very small
part of the judgments. As an extension, it would be interesting to in-
vestigate the interaction between the amount awarded in a judgment
and the loan amount of the applicant. Second, due to the differences in
legal systems in different countries, we chose data only from China.
Third, due to a lack of available data, we did not consider fraud and
corruption in our evaluation, and we did not apply the framework we
provided in other industries, although we believe the framework is a
general method.
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Appendix A. The process of extracting structured information from a judgment

The information extraction from judgments was performed automatically and manually checked for accuracy. We use an example to illustrate the
extraction process of structured information (discussed in section 3.1) from a judgment document. To protect privacy, we hid some information such
as the name of the parties, and used * to replace it. Before extracting structured information, we focus on the structure of the paragraphs, which is
usually fixed in a judgment document. For discussion, we split the judgment text into four parts (shown in Fig. A1 to Fig. A4).

Fig. A1. The first part of a judgment.
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Fig. A2. The second part of a judgment.

Fig. A3. The third part of a judgment (results of the judgment).

Fig. A4. The fourth part of a judgment.

A.1. Judgment code

We extract the judgment code from the first part of the judgment based on its position and naming structure. It usually appears after the type of
judgment (see Fig. A1). We collected all judgment types and created a bag of words to match judgment type. In addition, the judgment code has a
special structure (i.e., (a particular year) XXX Zi No. XXX). We scan the document line by line from the beginning; when we find a word group in a
line that conforms to the naming structure and find a word group in the previous line that matches a judgment type, we extract the words in the line
as the judgment code.

A.2. Lawsuit status

We select the keywords (shown in Table A1) associated with lawsuit status from the legal lexicon to extract the applicant's lawsuit status, which
appears in the basic information of the parties (see Fig. A1). We scan the document from the judgment code line onward and find the first place
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where the name of the applicant appears. If a word, written before the applicant's name, is found in our bag of words, we consider the keyword to
represent the lawsuit status.

Table A1
Keywords associated with lawsuit status of loan applicant.

Lawsuit status Keywords

Negative Defendant (449), appellee (145), respondent (52), person subjected to enforcement (130), party against whom execution is filed (0)
Non-negative Plaintiff (702), appellant (92), applicant (86), execution applicant (257), retrial applicant (4), third party (3), claimant (0)

Note: The frequency of occurrence is in parentheses.

A.3. Cause of action

We extract the keyword of cause of action from the second part of the judgment (see Fig. A2) by a pattern-based approach. The first sentence of the
cause of action is usually written as follows: “the XXX dispute case with the plaintiff XXX accusing the defendant XXX….” We consider the specific
dispute as the keyword of the cause of action. Therefore, we use the regular expressions and the legal lexicon to find the specific dispute. In the
predefined dictionary, there are 1960 terms related to disputes. Due to the space limitation of the article, we uploaded the word list to a website
(https://doi.org/10.7910/DVN/LWFPDS). In our example, the specific dispute is “the financial loan contract dispute.”

A.4. Judgment result

This structured information was extracted from the third part of the judgment (see Fig. A3). We extract the sentences between the two phrases
“the sentence shown below:” and “the total fee … the lawsuit fee … the insurance fee …”. Then we split these sentences by the sequence number and
only retained the items involving the applicant. After analyzing the content of the judgment results in our sample, we constructed 29 regular
expressions to match each item in the judgment results. The keywords shown in Table A2 are part of these regular expressions, and each keyword
belongs to only one regular expression and vice versa. If an item matches one of these regular expressions, we use the keyword of that regular
expression to represent the item.

Table A2
The keywords used in the description of the results of a judgment.

Judgment re-
sult

Keywords

Negative Payment (136), joint and several liability (14), frozen assets (119), detained assets (14), sold asset by auction (7), sealed up assets (32), returning goods (1),
compulsory execution (4), detained the income from the creditor's rights (2), issuing false invoice (1), the notice of discharging obligation (12)

Non-negative Receiving money (250), suspension of payment (1), no compensation shall be paid (1), preserved assets (2), release of frozen assets (35), release of the sealed assets
(15), release of the detained assets (7), allowed to withdraw a lawsuit (414), allowed to withdraw an appeal (6), revoked a case placed on file (1), no labor relation
(1), confirmed the labor relation (2), execution termination (99), lawsuit termination (3), revised the mistake in the judgment (13), null (584), affirmed the original
judgment (166), the notice of assisting in enforcement (6)

Notes: The frequency of occurrence in parentheses. A “null” means that the loan applicant was not involved in any items of the judgment results.

In our example, the B Co. is the loan applicant. The phrases “B Co., pays off… to the plaintiff, A Co. …”in the first item indicate that B Co. should
pay money to another party in this case. Therefore, we used “payment” to represent this item. Regarding the second item, since the main object is
defendant X. Ding, this item was discarded. We also discarded the third item for the same reason as the second.

A.5. Amount

We extract amount from each item of the judgment results that relate to the applicant and are written in the form “… pays … RMB XXX”. We add
them together to give the value of the amount. There are various ways to express an amount in Chinese. In our example (see Fig. A3), the information
about amount is the first item of the results, and the value of amount is “RMB 1,000,000”.

The extraction of the amount is complicated and there are many ways to write it. Fig. A5 gives another example. The applicant is the plaintiff A
Co., and we split the results of the judgment into three items according to the sequence number. We retain the first two items, which relate to the
applicant. From the first item, we extract “RMB 1,290,000” and from the second item, we extract “RMB 185,760.” We then add these amounts
together. Thus, the value of the amount is RMB 1,475,760.
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Fig. A5. An example of extracting an amount.

A.6. Date of judgment

The date of a judgment is written at the end of the document (the fourth part of a judgment) and includes the “year,” “month,” and” day” in
Chinese characters. We go through the document from the bottom up and find the line in which the words conform to the naming structure (XXXX
Nian XX Yue XX Ri, in Chinese characters). We extract the words in this line and change them into a standard form (like “0902, 2014″ for September
2, 2014, in our example; see Fig. A4).

Appendix B. Results of feature selection methods

The chi-squared test is a traditional feature selection method and often used to examine the independence of two events. We chose this test to
measure the correlation between features and default probability. To make a sufficient validation, the Correlation-based Feature Selection (CFS)
method was used in our experiment. The results (shown in Tables B1 and B2) are consistent with the chi-squared method.

Table B1
The results of feature selection methods for six observation periods.

No Feature Chi-squared CFS merits

1 Having judgment within 1 year 0.000 (0.998) 0.004
2 Having judgment within 2 years 0.971 (0.325) 0.033
3 Having judgment within 3 years 0.196 (0.658) 0.017
4 Having judgment within 4 years 0.115 (0.734) 0.014
5 Having judgment within 5 years 0.104 (0.747) 0.013
6 Having judgment within 6 years 0.093 (0.761) 0.013

Note: p-values are in parentheses.

Table B2
The results of feature selection methods for eleven types of disputes.

No. Feature Chi-squared CFS merits

1 Dispute about loan contracts (D_LC) 17.031 (0.000) 0.151
2 Dispute about production and business operation (D_PBO) 2.741 (0.098) 0.058
3 Dispute about business contracts (D_BC) 1.178 (0.278) 0.042
4 Dispute about creditor's rights (D_CR) 0.873 (0.350) 0.039
5 Dispute about labor (D_L) 0.127 (0.722) −0.027
6 Dispute about personality rights (D_PR) 0.042 (0.837) −0.026
7 Dispute about construction projects (D_CP) 0.000 (1) −0.003
8 Others 0.000 (1) −0.012
9 Dispute about guarantee (D_G) 0.000 (1) −0.009
10 Dispute about real right (D_RR) 0.000 (1) −0.009
11 Dispute about shareholders (D_S) 0.000 (1) −0.009

Note: p-values are in parentheses; the value of CFS merits of other feature subsets are lower than the value of feature D_LC; (D_LC, D_PBO) = 0.149, (D_LC,
D_BC) = 0.135, (D_LC, D_CR) = 0.129, (D_LC, D_L) = 0.088, (D_LC,D_PR) = 0.089, (D_LC,D_CP) = 0.104, (D_LC, Others) = 0.099, (D_LC, D_G) = 0.101, (D_LC,
D_RR) = 0.101, (D_LC, D_S) = 0.101.

Appendix C. Sensitive analysis with SMOTE method

Table C1 shows the discrimination performance of models “using” and “not using” the SMOTE method. We tested the statistical significance of
discrimination performance using a non-parametric test (full pairwise). The results of the two methods (LR and RF) are statistically significant
(p < .05), and the result of the XGB method is not significant (p > .1).
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Table C1
Discrimination performance of models “using” and “not using” SMOTE.

Feature set Not using SMOTE Using SMOTE

AUC KS AUC KS

LR B 0.703(0.682–0.724) 0.458(0.427–0.489) 0.694(0.674–0.714) 0.450(0.421–0.480)
B+ Having judgment within 2 years 0.709(0.689–0.730) 0.461(0.431–0.492) 0.703(0.683–0.724) 0.454(0.424–0.484)
B + CW4 0.719(0.699–0.738) 0.476(0.446–0.506) 0.708(0.691–0.726) 0.456(0.430–0.483)
B + CN4 0.723(0.702–0.743) 0.486(0.455–0.517) 0.714(0.694–0.734) 0.478(0.447–0.508)
B + D_LC + ADYI > 12.15% 0.737(0.717–0.758) 0.504(0.473–0.535) 0.730(0.709–0.750) 0.490(0.459–0.522)

RF B 0.701(0.683–0.719) 0.402(0.367–0.437) 0.716(0.699–0.732) 0.431(0.398–0.465)
B+ Having judgment within 2 years 0.708(0.691–0.726) 0.417(0.383–0.451) 0.722(0.706–0.738) 0.444(0.411–0.476)
B + CW4 0.716(0.698–0.734) 0.432(0.395–0.468) 0.728(0.710–0.747) 0.456(0.420–0.493)
B + CN4 0.709(0.691–0.726) 0.418(0.383–0.452) 0.721(0.705–0.737) 0.442(0.410–0.475)
B + D_LC + ADYI > 12.15% 0.728(0.710–0.746) 0.457(0.421–0.492) 0.736(0.720–0.752) 0.472(0.441–0.504)

XGB B 0.700(0.680–0.720) 0.449(0.420–0.478) 0.696(0.676–0.715) 0.450(0.422–0.479)
B+ Having judgment within 2 years 0.705(0.684–0.725) 0.450(0.421–0.480) 0.706(0.685–0.726) 0.456(0.427–0.485)
B + CW4 0.718(0.698–0.737) 0.475(0.445–0.504) 0.716(0.696–0.736) 0.477(0.447–0.506)
B + CN4 0.722(0.702–0.742) 0.484(0.454–0.515) 0.716(0.696–0.737) 0.477(0.447–0.507)
B + D_LC + ADYI > 12.15% 0.733(0.713–0.752) 0.498(0.469–0.527) 0.727(0.707–0.747) 0.494(0.464–0.524)

Notes: “B” refers to the basic features; 95% confidence interval in the parentheses.
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